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The response and dynamics of surface-attached bubbles in gas-oversaturated environments have practical im-
plications for industrial processes such as photocatalytic water splitting. Surprisingly, the behavior of micro-
bubbles and nanobubbles depends rather strongly on the nucleation techniques, e.g., solvent exchange gives rise 
to stable bubbles, while other methods like electrochemical water splitting produce unstable ones. By experi-
mentally investigating a prototypical system of bubble nucleation, we show how these outcomes are determined 
by a competition between gas oversaturation and contact line friction. We derive a stability line in the 
oversaturation-radius parameter space, which not only agrees with our experiments but also correctly predicts 
the outcome of previous experiments across five orders in oversaturation and bubble radius.   

1. Introduction 

Gas-evolving reactions on liquid-immersed surfaces are ubiquitously 
encountered in the energy or manufacturing industries, e.g., chlor-alkali 
and aluminum production [1,2]. Growing fears about the catastrophic 
effects of global warming have stimulated recent interest in green 

technologies such as electrolysis and photocatalytic water splitting for 
the production of hydrogen fuel [3–5]. As a product of gas-evolving 
reactions, bubbles inhibit future activity by blocking active sites on 
working surfaces [6–8]. Examples are electrocatalytic reactions [9], 
electrochemical water splitting [10], and the charging process of 
zinc-air batteries [11], where bubbles generated during reactions can 
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hinder active sites and cause overpotentials, further significantly 
affecting the efficiency of these reactions [12]. Moreover, bubbles 
covering solid surfaces inevitably affect light absorption in photo-
catalysis. The attached bubbles reduced the average light absorption on 
silicon electrodes by 18% [13]. An understanding of how bubbles sur-
vive, grow, or dissolve on catalytic surfaces and electrodes is clearly 
valuable for the design of key green technologies. Contemporaneously, 
the last few decades have seen intense research activity on nanobubbles, 
long-lived and small (10–100 nm) surface-attached gas domains 
[14–16]. The remarkable stability and dynamics of nanobubbles are 
especially pertinent to gas-evolving reactions since the critical radius of 
nucleation becomes nanometric once the dissolved gas concentration 
exceeds several times the saturation concentration [17], a condition 
easily satisfied by typical gas-evolving reactions. 

The fate of nucleated bubbles depends on how they are produced. 
Bubbles produced by exchanging organic solvents with water are 
notoriously long-lived and stable, exceeding theoretical expectations by 
orders of magnitude [18–20]. However, electrochemically generated 
nanobubbles produced on nanoelectrodes immersed in concentrated 
electrolyte [21–24] do not survive beyond the application of potential. 
These observations raise the question of what physical mechanisms 
determine the fate of bubbles in oversaturated solution. Luo and White 
simulated a single hydrogen nanobubble nucleated on a platinum 
nanoelectrode and proposed that the nanobubble is dynamically stabi-
lized when the dissolution driven by the Laplace pressure is balanced by 
the electrogenerated hydrogen at the partially exposed Pt surface [25]. 
This modeling is plausible but can hardly apply to catalysts with large 
active surface area that generate more gases. Ma and coworkers devel-
oped a dynamic equilibrium model [26], similar to Brenner and Lohse’s 
previous work [27], based on the balance of influx and outflux, where 
the influx is driven by gas oversaturation, though the quantity of the 
oversaturation was not given. Sverdrup et al. also simulated surface 
nanobubbles with a dynamic equilibrium model that nanobubbles are 
stabilized under an oversaturation up to ~5 [28]. However, the real 
local oversaturation in chemical reactions would be far more than 5. 
Yang et al. combined the diffusion theory and the molecular-kinetic 
model to simulate the origin and growth of gas bubbles on solid sur-
faces in a supersaturated solution [29]. Yang’s simulation aligns some-
what with Chan’s [30] report that surface nanobubbles can be stable at 

contact angles at gas phase smaller than 90 ◦, but unstable at contact 
angles larger than 90 ◦. This work has claimed that the classical 
Epstein-Plesset diffusion theory can satisfactorily predict the growth of 
surface bubbles, while the molecular-kinetic model can only fit the 
floating and expansion stages but not transition stages. More work needs 
to focus on these transitions. 

In this article, we investigated the decomposition of hydrogen 
peroxide using a noble metal platinum catalysis. This chemical reaction 
is ubiquitous in nature and was widely used for eliminating sources of 
hydroxy radicals for water purification [31]. It has been also applied for 
bubble assisted propulsion of micro- or nanorobots as sensors [32]. To 
gain insight into the nucleation and further dynamics of bubbles 
generated during these chemical or electrochemistry reactions, we uti-
lized a flat platinum surface and visualized the in situ dynamic changes 
with high-speed imaging. We hypothesize the existence of a stability line 
in the oversaturation-radius parameter space that partitions stable from 
unstable bubbles. We then proceed to prove its existence by experi-
mentally visualizing electrochemically generated bubbles as they tran-
sition between the two states. 

2. Results and discussion 

The dynamics of a single bubble in a typical experiment in 1% 
hydrogen peroxide is shown in Fig. 1. At the highest framerates inves-
tigated, we observe that the bubble’s smallest size is at least one pixel, 
indicating that the critical size at the point of nucleation is smaller than 
the ~ 300 nm resolution of our 60× objective, i.e. the nucleate is a 
nanobubble. After a few frames, a dark and approximately circular ring 
[highlighted in yellow in Fig. 1(f) t = 0.5 s] can be seen inside the 
transmission image of the growing bubble. This dark ring is the three- 
phase contact line of the bubble and the fact that it is smaller than the 
bubble width indicates that it possesses a contact angle θ exceeding 90◦; 
this allows us to track R and thus the corresponding three-dimensional 
bubble shape in time. We have triplicated the experiment at the same 
nucleation site and observed at 3 different spots on the same substrates. 
The recorded videos did not show much difference at the same position 
after 5 trials. 

Upon nucleation, the bubble experiences a phase of diffusion-limited 
growth. Here, its footprint radius L advances in the highly gas over-

Fig. 1. Experiment setup and dynamic changes of the surface bubble. (a) Schematics of bubble growth mode and experiment setup. Upper panel: the surface bubble 
first nucleates (dashed line) and grows with constant contact angle growth mode (left), and then changed to constant footprint radius growth mode (right), in which 
the bubble grows with a constant contact radius when pinned to the contact line. Lower panel: the experimental setup. A coverslip coated with a 50 nm platinum 
layer serves as a substrate where the decomposition of hydrogen peroxide occurs and generates bubbles, where R presents the curvature of a bubble, L is the footprint 
radius, and θ is the contact angle at the gas phase. A 100 µL aliquot of 1% hydrogen peroxide was placed on a coverslip sputtered with platinum. The videos were 
captured through a 60× objective using a high-speed camera from below the cover slip plane at a frame rate of 500 fps. (b) - (i) Dynamic changes of surface bubble 
nucleation, growth, and contact line pinning. Upon nucleation, the bubble grows proportionally on the surface before stopping its advancement at about t ~ 1 s (g). 
The three-phase contact line of the bubble is highlighted in the dashed yellow line in (f). The scale bar is 50 µm. 
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saturated environment while its contact angle, calculated by sinθ = L
R, 

remains approximately constant, see Fig. 2(d). To relate bubble shape to 
the evolution of gas we fit R(t) to the solution of the Epstein-Plesset 
equation [33] 

dR
dt

=
Dcsζ

ρ (
1
R
+

1̅̅̅
̅̅̅̅̅

πDt
√ ) (1)  

where D is the diffusion coefficient of the gas in the 
liquids, cs is the saturation concentration, and ζ is the gas 

oversaturation 

ζ =
c∞

cs
− 1 (2)  

through a curve fitting process. Although the Epstein-Plesset equation 
specifically models a spherical bubble, it can also describe a sessile 
bubble on a plate once an O(1) correction factor [34,35] has been 
introduced. Here, the oversaturation ζ is defined in terms of the bulk 
concentration c∞ and solubility cs. Since the critical nucleation radius of 
each bubble is smaller than our imaging resolution of 300 nm, the 
diffusion timescale τ ∼ l2/D ∼ 1μs is far smaller than the experimental 
timescale t ~ 1 s. By taking the long time limit 1/

̅̅̅̅̅̅̅̅
πDt

√
→0, the experi-

mental data in Fig. 2 can be modelled by an equation of the form 

R(t) = A
̅̅
t

√
. (3) 

In the case of the bubble in Fig. 1 and its size changes in Fig. 2(a), the 
least squares fit to Eq. (3) yields an implied oversaturation ζ ≈ 36.6. As 
seen in Fig. 2(b) the fitting is excellent; all the other bubbles we imaged 

are similarly well-described by Eq. (3). Fig. 3 shows profiles of 
normalized bubble curvature radii, calculated by R(t)/

̅̅̅̅
A

√
, versus 

experimental time t. It indicates a general agreement among different 
data sets, a consensus fitting of oversaturation ζ for different bubbles. 

After the diffusion-limited growth phase, in which both R2 and L2 

grow linearly with t, L2 begins to deviate from linearity and the contact 

Fig. 2. Growth of a single bubble in 1% hydrogen peroxide solution. (a) Evolution of the bubble’s radius of curvature R and footprint radius L. (b) The experimental 
growth curve [black dots; every fifteenth point from (a) is selected] is well-fitted to the Epstein-Plesset equation [red line], with implied oversaturation ζ ~ 36.6. (c) 
Evolution of R2 and L2 against time t. The deviation of L2 from linearity indicates a transition to line pinning. (d) The contact angle θ of the bubble. At early times, the 
contact angle fluctuates about θ ~ 132 ± 3◦ in the gas phase due to several instances of line depinning on surface defects. At t = 1 s, θ starts to rise, indicating the 
onset of a dynamical transition from constant angle to constant footprint radius dynamics. 

Fig. 3. Normalized Curvature radii of bubbles (R(t)/
̅̅̅̅
A

√
) versus growing with 

time t. The data are from 12 other randomly selected bubbles in the experiment 
that showed similar contact line pinning growth. 
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line comes to a halt. Before its contact line becomes stationary, the 
bubble’s contact angle θ = sin− 1(L/R) fluctuates about 132º several 
times, corresponding to 4–5 events during which the contact line jumps 
over weak surface defects. However, at t ~ 1 s the contact angle stops 
fluctuating about a mean value and abruptly rises. These features 
characterize a dynamical change from a ‘constant angle’ mode (i.e. the 
bubble grows proportionally in shape), to a ‘constant footprint radius’ 
mode, in which the contact line is stationary. 

Surface nanobubbles formed in stable nucleation experiments are 
known to observe the latter ‘constant radius’ mode [36]. Although the 
onset of contact line pinning is a complex topic on its own right, we will 
now propose a relatively simple method of predicting the onset of 
pinning from a dynamical balance at the contact line. Contact line mo-
tion is driven by gas influx into the bubble from the supersaturated 
external environment. From the Epstein-Plesset equation [33] we have 
contact line velocity 

ug =
dL
dt

∼
A

2sinθ
̅̅
t

√ (4)  

where A is the proportionality constant from Eq. (3). Eq. (4) implies that 
the contact line never reaches zero. However, we argue that the contact 
line will be effectively immobilized if, at some future time te, the contact 
line velocity becomes comparable to the characteristic molecular kinetic 
theory (MKT) velocity [37] 

ui ∼
γ
λ

(5)  

where λ is an experimentally measurable coefficient of friction, which 
has the units of viscosity (Pa s), and γ is the surface tension. At the MKT 
velocity, any advancement of the contact line becomes a thermally 
activated process as opposed to being driven by hydrodynamics. At time 
te, the EP contact line velocity equates to the MKT one. 

The dynamical balance outlined above allows us to rationalize the 
fate of bubbles produced across a parameter space spanning five orders 
of magnitude in oversaturation ζ and bubble radius R, see Fig. 4. The 
arguments above allow us to construct stability lines that mark out the 
expected equilibrium radius of the bubble Re = A

̅̅̅̅
te

√
after it experiences 

diffusive growth. Direct experimental measurements using independent 
methods [38–41] suggest 0.1 < λ < 0.2 Pa s in inviscid fluids. 

Our proposed stability line successfully partitions a wide variety of 

previous experiments across five orders of magnitude in the (ζ, Re) 
parameter space, as shown in Fig. 4. While nucleation experiments with 
Atomic Force Microscopy (AFM) and fluorescence microscopy are 
known to produce stable surface nanobubbles whose footprint radii do 
not change after nucleation [42,43], nanobubbles produced by other 
techniques are generally unstable, including electrocatalysis on Pt 
nanoelectrodes [21,44]. We have selected only experiments in which the 
oversaturation ζ can be calculated from tables of standard values [45], 
or in which ζ has been estimated by the authors. Further, our compar-
isons consider only experiments on smooth surfaces, omitting studies in 
which nucleation occurs on structured surfaces. We also neglect the 
large size limit [46], in which the bubble’s buoyancy force Fb ∼ ρR3g 
overcomes substrate pinning, causing it to detach from the substrate 
altogether. 

By observing bubbles as they transition from unstable growth to 
stable equilibrium, our experiments directly corroborate the existence of 
this stability line. Each of the bubbles in our experiments starts in the 
unstable portion of the phase diagram, at an initial radius that is smaller 
than the optical limit of 300 nm; this is marked with a horizontal black 
line in Fig. 4. A crude estimate of the critical radius R∗ as a function of ζ 
is Ward’s criterion [17,52] 

R∗(ζ) ≈
2γ

P0ζ
(6)  

derived by rigorously calculating the chemical potential balance during 
the nucleation of a single-component gas bubble in a dilute solution; this 
curve is marked in a dashed line in Fig. 4. The critical radius for bubble 
nucleation at equilibrium is derived by taking the differential of the 
Helmholtz free energy to zero, i.e., the gradient of concentration is zero. 
Thus, we anticipate that, at the point of nucleation, each bubble oc-
cupies the part of (ζ, R) phase space bounded by the optical limit and 
Ward’s criterion. In other words, under specific gas supersaturation, 
only gas nuclei nucleated larger than the critical size at certain over-
saturation can continue to grow and remain stable under the action of 
the contact line pinning. Therefore, based on the stable phase from 
Fig. 4, the control of the surface bubbles generated can be achieved by 
adjusting the gas saturation in the solution. Sustained bulk over-
saturation can potentially improve the performance of heterogeneous 
catalysts by eradicating gaseous bubbles from surfaces, thereby pre-
venting the blocking of active sites on the catalyst surface. Bubbles that 
form during gas-evolving reactions can inhibit catalytic activity by 
physically blocking the access of reactants to the catalyst surface. By 
maintaining a high concentration of dissolved gas in the bulk solution, 
sustained bulk oversaturation can prevent the formation and growth of 
bubbles on the catalyst surface, allowing for continuous and unimpeded 
catalytic reactions. Heterogeneous nucleation of bubbles often domi-
nates and arises from sites of impurities or structures with small free 
energy barriers on surfaces. In this work, the Pt-coated surface exhibited 
a surface roughness of approximately 1 nm. According to Fig. 4, 
coupling larger friction coefficients into the model demonstrated that 
equilibrium stability lines were more easily achieved, indicating that 
friction forces opposing bubble expansion would alter the dynamic 
equilibrium of the gas bubble at the contact line. Therefore, bubbles 
nucleated at sites having the lowest free energy when dissolved gas is 
oversaturated, and surface bubble nucleation induced by this over-
saturated solution on uneven surfaces is more stable than on smooth 
surfaces. 

We have also carried out preliminary experiments on surfaces of 
differing wettability. In a separate experiment, we pre-treated the 
platinum-sputtered coverslip with oxygen plasma, upon which a droplet 
of our hydrogen peroxide solution has a contact angle of 15 ± 3º in dense 
phase. Interestingly, the bubble’s growth rate on the hydrophilic surface 
is approximately 20% faster than on the untreated platinum surfaces 
(contact angle of 90 ± 4º). On that hydrophilic surface, once nucleated, 
bubbles are usually evolved into constant pinned footprint growth when 

Fig. 4. A stability line in the bulk oversaturation ζ against radius R parameter 
space predicts the stability of bubble nucleation. From a dynamic balance of 
oversaturation driven inflation and contact line friction, we hypothesize a 
stability line [black lines for friction coefficients λ = 0.1, 0.15, and 0.2 Pa s]. 
Our stability line not only correctly predicts that our experiments [blue points] 
achieve stability, but also correctly distinguishes between experiments pro-
ducing unstable bubbles by electrochemistry [23,24] and nanocatalysts [21], 
and those producing stable surface-attached bubbles [green squares] charac-
terized by AFM [42,47–49] and optical microscopy [30,50,51]. 
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the EP contact line velocity ug equates to the MKT velocity ui. When two 
bubbles merged into a bigger one, they lost their original position, were 
unpinned and detached from the surface. The hydrophilic property of 
surface results in a relatively small pinned radius and a small pinning 
force so that the detachment easily occurs while the bubble is growing 
big enough. On the other hand, bubbles nucleated on an untreated 
platinum surface preferred to grow with constant contact angles. When 
two bubbles merged, they did not detach due to the large contact area 
and thus, the large pinning force. Interestingly, we also observed that 
the bubble growth mode changed from constant footprint to constant 
contact angle when the fresh hydrophilic surface was used for ~ 1 hour 
for an unknown reason. The afterwards contact angle measurement 
shows that they became hydrophobic. Probably, oxygen generation 
passivates the surface and presents it hydrophobic, on which we are 
more often to observe a bubble growing in the constant contact angles. 

3. Conclusions 

In summary, we have experimentally investigated a prototypical 
electrochemical system in which gas bubbles nucleate from electrodes 
and observe the transition of each bubble from unstable growth to a 
stable equilibrium. We hypothesized the existence of a stability line in 
the oversaturation-radius parameter space based on a dynamic balance 
between the contact line speed induced by ambient gas oversaturation 
and contact line friction. 

The stability line not only correctly anticipates that the bubbles in 
our experiments will attain stability but is also consistent with a large 
number of previous experiments. A notable practical consequence of our 
findings is that virtually all gaseous bubbles can be eradicated from 
surfaces by the application of sustained bulk oversaturation, providing a 
path towards improving the performance of heterogeneous catalysts. We 
note that this condition is achievable, for example, by carrying out gas 
evolving electrochemical or stoichiometric reactions in concentrated 
electrolytes. A cursory inspection of our phase diagram in Fig. 4 reveals 
that in the large oversaturation limit the dynamic balance between 
inflation growth and contact line friction is no longer viable at any size. 
Sessile bubbles subject to excess bulk oversaturation should gorge gas 
much too quickly and detach, leaving behind a bare surface. 

4. Experimental 

To produce bubbles, a 50 nm layer of platinum was sputtered onto a 
clean glass coverslip (no. 1, Menzel-Gläser, Germany). A stock solution 
(30%, Chem-supply, Australia) was diluted with deionized water into 
different concentrations of 0.5%, 1%, and 3%. Then, a droplet of diluted 
hydrogen peroxide solution was deposited onto the Pt-coated coverslip. 
This experiment was conducted at a laboratory ambient temperature of 
20 ℃. As the substrate is catalytically active, the hydrogen peroxide 
solution spontaneously decomposes, producing a large concentration of 
dissolved oxygen at the coverslip, which, in turn, drives continuous 
nucleation of oxygen bubbles across the surface. The gas oversaturation 
is tuned in our experiment by adjusting the concentration of the solu-
tion. After the pretrial experiment, we used the optimal concentration of 
1% of hydrogen peroxide. Based on our observation, in the 0.5% group, 
the bubble grew very slowly, and it took a long time to capture the video. 
In the 3% group, bubbles grew quickly, coalesced, and detached rapidly. 
Once floating in the solutions, these bubbles block the illumination light, 
challenging the image analysis as the footprint became blurred. We 
chose a concentration of 1% to elaborate on bubble dynamics. To cap-
ture the contact line dynamics of the bubble, we use a 60 × oil im-
mersion objective with a numerical aperture of 1.49 (Olympus, Japan), 
and image the resulting bubbles on an inverted microscope (IX71, 
Olympus) through a high-speed camera (SA5, Photron, U.S.) at frame 
rates ranging from 500 to 20,000 fps. The experiment was replicated at 
least for 3 times at the same nucleation site and 3 different spots on the 
same substrates for each group. More than 3 Pt-coated surfaces were 

used in the experiments. The scheme of the experiment setup is shown in  
Fig. 5. 
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